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1. Introduction  

For most solar energy applications, we need to know precisely the temporal variations of the 

solar radiation received, in particular, the direct normal irradiation (𝑆𝑛). Unfortunately, the lack 

of data is a major constraint in the development of solar systems, namely the concentrating solar 

power system (CSP) [1]. 

This deficiency requires the use of models to predict the data that have similar statistical 

characteristics to measured data. The sunshine duration (𝑛) is measured by the heliograph which 

is available in many stations, thanks to its lower cost compared to other radiometric measuring 

devices such as the pyranometer (for the global and diffuse components) and Pyrheliometer (for 

the direct component) [2]. 

The literature review shows that many researchers have focused on accurate global horizontal 

irradiance GHI prediction compared to DNI prediction [3]. However, there are several 

approaches for modeling and predicting direct solar radiation: Some clear sky models (CSMs) 

directly output DNI, such as the simplified Solis model [4], the REST2 model [5], the Bird 

model [6] ...etc. Others are used to separate the GHI into DNI and diffuse components by 

statistical methods like the DirInt model [7], and the BRL model [8]. 

On the other side, cloud cover data may be added to modify clear sky irradiance and estimate 

the solar irradiance in overcast conditions [9], [10], and [11]. As an example, in [12], the authors 

developed a model for calculating both direct and diffuse solar radiation under cloudy sky based 

on clear sky models, at Ibadan, Nigeria. The deviations from the data were within 15%. 

The prediction could be also achieved for various time series resolutions (monthly, daily, and 

hourly) and using different input parameters, by including empirical models, stochastic 

processes (AR, ARMA, ARIMA, and SARIMA), artificial intelligence techniques such as 

neural networks (ANNs), SVR, fuzzy logic, and genetic algorithms [1] [2].  

In earlier studies, empirical models which correlate the monthly average daily beam radiation 

with relative sunshine duration in linear and quadratic forms, have been developed by Iqbal 

[13] using measured data from three Canadian stations. Otherwise, [14] emphasized the 

superiority of a proposed ANN prediction model against some empirical models to predict 

monthly average daily direct solar radiation for locations in Uganda. The model is based mainly 

on sunshine hours, monthly average daily values of global solar irradiation, and maximum 

temperature. 

In this paper, we introduce a new simple empirical model, very easy to implement as it uses 

simplified equations that do not require any previous data to predict the daily direct solar 
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radiation. It is economical since it is based on usually available data, which is the sunshine 

duration. It is sufficiently precise in all sky conditions to compete with a learning machine like 

the SVR that uses the same input. 

The aim here is to reduce the cost generated by the measurement stations thanks to the 

development of sufficiently precise estimators of direct solar radiation and this from available 

parameters such as the duration of insolation. The Ghardaïa site in Algeria is taken as a case 

study. 

2. The proposed model  

Indeed, the insolation fraction (sunshine fraction σ) is often used in the estimation of solar 

radiation, in particular global horizontal irradiation (GHI), 𝐺ℎ [2] and to a lesser extent the DNI 

(𝑆𝑛) [15]. This choice is based on the fact that they have almost the same instantaneous 

variations and consequently the high correlation that exists between these radiometric 

parameters [2], [16]. Likewise, it is wise to exploit it. 

It is worth mentioning that the sunshine fraction is calculated as the ratio between the measured 

sunshine duration (𝑛) to the daily maximum possible sunshine duration (𝑁), as follows [16]: 

𝜎 = 𝑛 𝑁⁄  

 
(1) 

Where 𝑁 is equivalent to the astronomical length of the day and it is calculated by the following 

formula [2]: 

𝑁 =
2

15
 𝑐𝑜𝑠−1(𝑡𝑎𝑛𝜑 𝑡𝑎𝑛𝛿) 

 

(2) 

𝜑 and 𝛿 are the latitude of the site and the daily solar declination respectively. 

We propose in this section, the estimation of the direct normal irradiation (𝑆𝑛) for all types of 

sky using an empirical relationship, which is a function of the insolation fraction σ and the 

calculated value of the direct normal radiation to sky clear 𝑆𝑛,𝑐 

𝑆𝑛 = 𝜎2 × 𝑆𝑛,𝑐 (3) 

With 

𝑆𝑛,𝑐 = 𝑅𝑏 × 𝑆ℎ (4) 

Where  

𝑆ℎ : is the direct irradiation received on a horizontal surface.  

𝑅𝑏: is the transposition factor of the direct radiation which is given in [17].  
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Fig 1. Representative diagram of the procedure proposed for the 

estimation of 𝑆𝑛 for all types of sky 

It is easy to see that the proposed model introduces corrections to the expression of Sn in clear 

skies (see the black curve in Figure 2). The latter is easy to obtain from a simple transposition 

of the direct irradiation incident on a horizontal surface with a clear sky (𝑆ℎ,𝑐) through the factor 

𝑅𝑏. Thus, the model proposed to estimate Sn at all types of sky can be written in the form: 

𝑆𝑛 = (
𝑛

𝑁
)

2 

. 𝑅𝑏 . 𝑆ℎ (5) 

The 𝑆ℎ component can be calculated by the various clear sky empirical models such as the 

Perrin-Brichambaut, Liu-Jordan, etc. model. Figure 1 represents the flowchart of the proposed 

method. 

3. The SVR model  

The model is developed by « Vapnik » [18] to solve the classification problem, but it has 

recently been extended to the regression domain [19]. Like all Supervised machine learning 

techniques, it goes through two distinct stages: 

• The learning phase: consists of training the model by giving it examples of input data whose 

outputs are known beforehand. 

• The prediction phase: where new samples for which the outputs are not known are inserted. 

× 𝜎2 
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The goal is to develop a function 𝑦 =  𝐹(𝑥) which represents the dependence of the output 

𝑦𝑖 ∈ 𝑅 on the input vector 𝑥𝑖  of dimension 𝑝 (𝑥𝑖 ∈ 𝑅𝑝 such that 𝑖 = 1: 𝑚). The form of this 

function is [20]: 

𝑦 = 𝑤𝑇∅(𝑥) + 𝑏 (6) 

Where 𝑤 is known as the weight vector and 𝑏 is the bias. The optimal regression function is 

given by the minimum of the Lagrangian function [21]: 

𝑚𝑖𝑛𝑤,𝑏

1

2
𝑤𝑇 ∙ 𝑤 + 𝐶 ∑(𝜀𝑖 + 𝜀𝑖

∗)

𝑛

𝑖=1

 (7) 

Where 𝐶 is a predefined value that controls the trade-off between the overestimation and the 

generalizability of the algorithm, and 𝜀𝑖, 𝜀𝑖
∗ are variables that represent the upper and lower 

constraints respectively applied to the outputs of the system [1]. 

The non-linear solution of the SVR, using the ε-insensitive cost function [22], [23] is given by 

the following quadratic problem (QP): 

𝑚𝑎𝑥𝛼,𝑎∗𝐿(𝛼, 𝛼∗) = 𝑚𝑎𝑥𝛼,𝛼∗ (∑ 𝛼𝑖
∗(𝑦𝑖 − 𝜀) − 𝛼𝑖(𝑦𝑖 + 𝜀) −

1

2
∑ ∑(𝛼𝑖

∗ − 𝛼𝑖)(𝛼𝑗
∗ − 𝛼𝑗)𝐾(𝑥𝑖 , 𝑥𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝑛

𝑖=1

)) 

                                                                                                                                            (8) 

With constraints: 

0 ≤ 𝛼𝑖 ≤ 𝐶,      𝑖 = 1, … . , 𝑛 

0 ≤ 𝛼𝑖
∗ ≤ 𝐶,     𝑖 = 1, … . , 𝑛 

∑(𝛼𝑖−𝛼𝑖
∗)

𝑛

𝑖=1

= 0 

(9) 

Where 𝜀 is the parameter of the ε-insensitive loss function, which represents the error tolerance 

margin. 

𝐾(𝑥𝑖, 𝑥𝑗) is called the kernel function, and its value is equal to the scalar product of two vectors 

𝑥𝑖 and 𝑥𝑗  in the characteristic space ∅(𝑥𝑖) and ∅(𝑥𝑗), it is expressed by: 

𝐾(𝑥𝑖 , 𝑥𝑗) = ∅(𝑥𝑖) ∗ ∅(𝑥𝑗  ) (10) 

The resolution of QP (equations 8 and 9) leads to the determination of the Lagrange multipliers 

𝛼𝑖
∗, 𝛼𝑖. The regression function is finally given by: 

𝑦 = 𝑓(𝑥, �̂�1, �̂�1
∗) = ∑ (�̂�1 − �̂�1

∗)𝐾(𝑥, 𝑥𝑖) + 𝑏∗
𝑛

𝑖=1
 (11) 

In our case, the core function RBF (Radial basis function) is used. It is defined by: 
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𝐾(𝑥𝑖, 𝑥𝑗) = exp (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2
)   𝛾 > 0 (12) 

Where 𝛾 is the parameter of the RBF kernel function. The use of the RBF function is 

recommended because it takes into consideration the case of non-linearity between inputs and 

outputs [24]. 

4. Methodology 

4.1 Site and data description 

Ghardaia city is situated in the southern and sunny part of Algeria with a geographical location 

of latitude: +32.37°, longitude: +3.77°, and altitude: 450 m above the mean sea level. This 

region is characterized by an arid climate, which exhibits mild and dry weather conditions. 

The data available for this study are daily measurements of DNI (𝑆𝑛,𝑚) and sunshine duration 

(𝑛), taken between January 1, 2005, and December 31, 2005, at the applied research unit in 

renewable energies (ARURE) - Ghardaïa. 

The quality of the data used is a crucial factor for the accuracy of the models developed 

[25],[26]. Generally, a data refining procedure aims to improve these qualities by checking 

them and filtering them from any uncertainty or error, possibly due to a malfunction of the 

measuring instrument [26]. Each data is checked to extract missing or unreliable values to 

overcome this problem [27]. Thus, we excluded from the data set the outliers identified as the 

values whose insolation fraction (𝜎) is outside the range of 0.015 < 𝜎 < 1. 

4.2 Statistical performance validation 

Several indicators were used to assess the accuracy of the proposed models. The predicted data 

(�̂�𝑖)  is compared to the actual data 𝑦𝑖 and the performance measures are calculated as follows, 

where 𝑚 is the total number of observations and �̅� is the average of the measured values [25]. 

- Normalized Mean Absolute Error (NMAE): This is the average of the deviations in absolute 

value from the observed values in percentage, which is defined by: 

𝑁𝑀𝐴𝐸(%) = (

1
𝑚

∑ |𝑦𝑖 − �̂�𝑖|
𝑚
𝑖=1

�̅�
) × 100 (13) 

-Normalized Root Mean Square Error (NRMSE): 

It is frequently used to measure the differences between the values predicted by a model and 

the values actually observed. Its version normalized (%) by the measured mean is preferable to 

compare the precision of the models on different databases. And it is calculated by: 
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𝑁𝑅𝑀𝑆𝐸(%) = (
√

1

𝑚
∑ (𝑦𝑖−�̂�𝑖)2𝑚

𝑖=1

�̅�
) × 100  (14) 

According to [2], the precision of the model is considered: 

Excellent for NRMSE < 10%; 

Good for 10% < NRMSE < 20%; 

Fair for 20% < NRMSE < 30%; 

Poor for NRMSE > 30%. 

-Relative Percentage Error (RPE): 

The RPE measures the ratios as a percentage of the absolute errors of the estimation relative to 

the magnitude of the exact values. It is given by: 

𝑅𝑃𝐸 =  (
1

𝑚
∑|𝑦𝑖 − 𝑦�̂�|

𝑚

𝑖=1

𝑦𝑖 ) ∗ 100⁄  (15) 

-R-Squared or coefficient of determination (𝑹𝟐) 

The 𝑅2 is a parameter that takes possible useful values between 0 and 1. The higher the 𝑅2, the 

better it represents the linear relationship between the estimated and the measured values. The 

𝑅2 is obtained by: 

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)2𝑚

𝑖=1

∑ (𝑦𝑖 − �̅�𝑖)2𝑚
𝑖=1

 (16) 

5. Results and discussion  

5.1 Performance of the proposed approach in all types of sky 

In our approach, we proceed to the prediction of 𝑆𝑛 using a single measured parameter which 

is 𝜎 only (Eq. 5). This is feasible based on one of the clear-sky semi-imperial models used to 

calculate 𝑆ℎ. 

Table 1. Performance results of the proposed method applied for all types of sky data, using 

different 𝑆ℎ estimation models. 

Used models for 𝑺𝒉  NMAE(%) NRMSE(%) RPE(%) R2 

Perrin-Brichambaut 11.05 14.73 19.35 0.87 

Liu-Jordan 16.46 20.28 24.07 0.75 

Bird-Hulstrom 16.82 23.59 23.86 0.67 

Davies-Hay 14.38 19.26 22.03 0.78 

Hoyt 14.14 20.70 22.27 0.74 
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Table 1 summarizes the performance obtained from the approach developed for all types of 

sky, based on five semi-empirical models tested here for the estimation of 𝑆ℎ. These are: Perrin 

de Brichambaut model [28], Liu & Jordan model [28], Bird & Hulstrom model [29], Davies & 

Hay model [30] and Hoyt model [29]. 

From Table 1, we can note that the estimation of 𝑆ℎ with the “Perrin de Brichambaut” model in 

the proposed method (𝑆𝑛 = (𝜎)2 . 𝑅𝑏 . 𝑆ℎ,𝑃𝑒𝑟𝑟𝑖𝑛 ), makes it possible to obtain the best results 

with the least errors by an NRMSE equal to 14.73% which is considered very good results 

according to the criterion relating to this index (Eq. 14). This confirms that it is the most suitable 

at least for our case study (Ghardaïa), and therefore it is the one that will be adopted for the rest 

of our study. 

We also notice that the other models have much less performance compared to the model based 

on "Perrin de Brichambaut" where the difference between error percentages reaches 8% and 

with a minimum of 3%. This confirms that the choice of the 𝑆ℎ model is a crucial step in 

determining the quality of this method. 

The evolution of the measured irradiations 𝑆𝑛 and those estimated by the best model (via the 

Perrin de Brichambaut model), in the Ghardaïa site during the year 2005, are represented in 

Figure 2.  

 
Fig 2. Measured values of daily DNI (Sn )and those obtained by the proposed approach based 

on insolation fraction and the Perrin-Brichambaut model. 

We notice that there is a favorable level of agreement between the estimated values and the 

measured values for the majority of the predictions using the new technique, which is not the 
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case for the 𝑆𝑛,𝑐 calculated at the clear sky (Eq.4) that does not follow the fluctuations of solar 

radiation. This reflects the improvement brought by our model which can be applied to the 

estimation of 𝑆𝑛 for any sky state. 

5.2 Comparison with the SVR model 

To further appreciate the merit of the proposed empirical technique and draw a more decisive 

conclusion, a comparison with the model realized in the first part with the SVR model is also 

carried out. 

For the SVR models, the data is divided into two parts: 2/3 of the data is used for training and 

the rest to test the accuracy of the SVR-RBF models [31]. To obtain the SVR1 model, the 𝑆𝑛 is 

estimated based on the same insolation data σ while in the SVR2 model, two other 

meteorological and radiometric data are also used as input such as the average daily measured 

values of the temperature (𝑇) and the global irradiation (𝐺ℎ,𝑚 ) respectively. The objective of 

which is to estimate the DNI regardless of weather conditions. Table 2 presents the results 

obtained by the various models.  

Table 2. Comparison between the results obtained by the proposed empirical model and the 

SVR models constructed for the prediction of 𝑆𝑛 . 

 NMAE(%) NRMSE(%) R2 

• 𝑺𝒏  as a function of 𝝈 

SVR1 model: 𝑆𝑛 = 𝑆𝑉𝑅(𝜎) 10.71 14.70 0.87 

Proposed model: 𝑆𝑛 = 𝜎2 . 𝑅𝑏 . 𝑆ℎ,𝑃𝑒𝑟𝑟𝑖𝑛. 11.05 14.73 0.87 

• 𝑺𝒏  depending on different parameters 

SVR2 model: 𝑆𝑛 = 𝑆𝑉𝑅(𝜎, 𝐺ℎ,𝑚, 𝑇) - 12.62 0.90 

Although sometimes the results of the two models: the SVR1 and the proposed model are very 

similar, the proposed empirical model is strongly recommended for the following reasons: 

- It is very simple compared to the SVR model, so it is much easier to implement. 

- The choice of the empirical model avoids the selection of the parameters of SVR (like 𝐶, 𝛾, 

and 𝜀) which is not an easy task and its precision largely depends on this operation. 

- The possibility of estimating the daily 𝐷𝑁𝐼 which corresponds to the relative sunshine 

duration on any day without the need for a priori knowledge of data, as is the case with SVR 

models where data sets (training data) must be described beforehand to determine their 

associated parameters. 
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However, the fact remains that SVR and artificial intelligence techniques in general have other 

advantages, the main one being their flexibility to model problems where there are no well-

defined mathematical relationships between certain physical parameters. Another important 

advantage of these artificial intelligence techniques is their ability to include multiple inputs 

which can enhance the accuracy of the model, as in the case of the SVR2 model. 

6. Conclusion  

This paper was mainly devoted to the modeling of normal direct solar irradiation data based 

mainly on sunshine duration. The latter is the key parameter that allows the reproduction of 

solar radiation, based on an appropriate correlation. 

Our objective is achieved through the development of innovative and optimal techniques with 

a reduced number of input parameters, and ensuring a good compromise between computational 

complexity and accuracy. These techniques will allow us to extrapolate later, and spatially, the 

synthetic solar radiation data to sites with climatic conditions similar to those of Ghardaïa. 

The comparative study shows that the proposed methods can compete with the conventional 

models and even an intelligent model, specifically the SVR model. 
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